The implications of bias correction methods and climate model ensembles on soil erosion projections under climate change
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ABSTRACT: Climate change will most likely cause an increase in extreme precipitation and consequently an increase in soil erosion in many locations worldwide. In most cases, climate model output is used to assess the impact of climate change on soil erosion; however, there is little knowledge of the implications of bias correction methods and climate model ensembles on projected soil erosion rates. Using a soil erosion model, we evaluated the implications of three bias correction methods (delta change, quantile mapping and scaled distribution mapping) and climate model selection on regional soil erosion projections in two contrasting Mediterranean catchments. Depending on the bias correction method, soil erosion is projected to decrease or increase. Scaled distribution mapping best projects the changes in extreme precipitation. While an increase in extreme precipitation does not always result in increased soil loss, it is an important soil erosion indicator. We suggest first establishing the deviation of the bias-corrected climate signal with respect to the raw climate signal, in particular for extreme precipitation. Furthermore, individual climate models may project opposite changes with respect to the ensemble average; hence climate model ensembles are essential in soil erosion impact assessments to account for climate model uncertainty. We conclude that the impact of climate change on soil erosion can only accurately be assessed with a bias correction method that best reproduces the projected climate change signal, in combination with a representative ensemble of climate models. © 2018 John Wiley & Sons, Ltd.
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Introduction

Climate change will most likely cause an increase in extreme precipitation in many locations worldwide (Sun et al., 2007), which will impact hydrological and geomorphological processes, such as an increase in flooding (Blöschl et al., 2015), landslides (Crozier, 2010) and soil erosion (Nearing et al., 2004). The impact of climate change on soil erosion and sediment yield is assessed by applying soil erosion models, which are commonly forced by model output from an ensemble of global climate models (GCMs). Owing to the coarse GCM grid and the bias between local observations and the historical GCM model output, GCM output requires correction before being applied in model assessments. Here we focus on the correction applied to precipitation data from climate models, most relevant for soil erosion assessments.

Downscaling is used to transform the coarse spatial scale of the GCM output to the spatial scale most appropriate for model assessments and can be classified into two groups: dynamical and statistical downscaling (Boé et al., 2007). Dynamical downscaling involves the application of higher resolution (<50 km) regional climate models (RCMs), which often have a continental-scale spatial domain. The boundary conditions of an RCM originate from the original GCM and are thus nested within the coarse GCM grid. Statistical downscaling involves the establishment of an empirical relation between larger-scale climate and local-scale variables, such as land-use, topography and land–sea contrast. Comparison studies have shown that dynamical and statistical downscaling often lead to similar results (e.g. Maraun et al., 2010; Hertig et al., 2012; Vaittinada Ayar et al., 2016; Le Roux et al., 2018). The main disadvantage of dynamic downscaling is that it is computationally demanding. However, the Coordinated Regional Downscaling Experiment (CORDEX; Giorgi et al., 2009) provides an internationally coordinated framework from which a large number of freely available RCM output can be downloaded for various spatial domains.

Commonly, climate models (both GCM and RCM) produce a bias between the historical model output and observations, which can be corrected by applying bias correction methods (Teutschbein and Seibert, 2012). The delta change method (Déqué, 2007) is the most widely used bias correction method in soil erosion assessments (supporting information, Figure S1 and Table S1). This method is most often applied at a low temporal resolution, i.e. annual or monthly. Consequently, higher temporal climate signals, such as extreme precipitation, are lost. This can be overcome by applying more advanced bias correction methods, such as quantile mapping.
Quantile mapping is based on the empirical cumulative density distribution function (ECDF) of the precipitation time series. Hereby, this method is able to preserve projected changes in precipitation intensity and frequency. However, quantile mapping also assumes that the ECDF of the observations can be applied to the projected time series (stationarity assumption; Themelis et al., 2012), which is responsible for altering (often overestimating) the raw model projections (Maurer and Pierce, 2014). To resolve some of the inaccuracy of the quantile mapping method several alternative methods have been proposed recently, such as detrended quantile mapping (Hempe1 et al., 2013), quantile delta mapping (Cannon et al., 2015) and scaled distribution mapping (Switank et al., 2017).

Climate models (both GCMs and RCMs) provide a range of climate projections, due to the variety of numerical formulations and physical parametrization schemes (Chen et al., 2017). As a result, climate model output is a source of uncertainty in climate change impact studies in addition to other sources, such as impact models, emission scenarios, and bias correction and downsampling methods (Chen et al., 2017). Climate model uncertainty is found to be one of the dominant sources of uncertainty (Chen et al., 2011b); hence many studies apply a climate model ensemble to account for the uncertainty among the different climate models (Teutschbeim and Seibert, 2010). However, many climate change assessments on soil erosion apply only one climate model (supporting information, Figure S2 and Table S1) and, therefore, most likely do not sufficiently account for climate model uncertainty.

Some authors have acknowledged that downsampling and bias correction of climate projections is one of the key weaknesses of previous climate change assessments on soil erosion (Mullan et al., 2012; Li and Fang, 2016). The first assessments were performed at the beginning of the 1990s and applied hypothetical scenarios of changes in annual precipitation (Boardman et al., 1990; Favis-Mortlock et al., 1991). Rainfall intensity is one of the main drivers for soil erosion (Boardman and Favis-Mortlock, 1993; Nearing et al., 2004). Moreover, an increase in rainfall intensity is likely to be one of the most dominant threats to soil erosion (Boardman and Favis-Mortlock, 1993; Nearing et al., 2004). Furthermore, soil erosion is found to be more sensitive to changes in rainfall intensity than to changes in precipitation sum (Pruski and Nearing, 2002b; Nunes et al., 2009). Obviously, the delta change method is not able to fully account for the changes in rainfall intensity, and studies that apply the delta change method often show that a change in annual rainfall leads to a similar direction of change in soil erosion (e.g., Shrestha et al., 2013; Correa et al., 2016). For climate impact assessments, one of the most essential considerations is the use of downsampling and bias correction methods that account for changes in the precipitation distribution. Statistical downscaling methods and quantile mapping have proven to be able to transfer projected increase in rainfall intensity from GCM output to soil erosion model input, reflected in an increase in soil erosion (e.g. Mullan et al., 2012; Routschek et al., 2014; Lacoste et al., 2015; Paroissien et al., 2015; Kourgialas et al., 2016).

The most applied bias correction methods in soil erosion assessments either insufficiently account for changes in the precipitation distribution (delta change) or may lead to an overestimation of rainfall intensity (quantile mapping) (Mullan et al., 2012; Maurer and Pierce, 2014; Li and Fang, 2016). In this study, we compared these two bias correction methods and a recent alternative called scaled distribution mapping, and assessed the implications of applying bias correction in climate change assessments on soil erosion. Furthermore, we applied a climate model ensemble to account for the uncertainty in climate model output and to assess the impact of individual climate models on soil erosion. The three bias correction methods and the climate model ensemble were evaluated in two contrasting Mediterranean catchments, using the SPHY-MMF soil erosion model (Eekhout et al, 2018b).

Material and Methods

Study area

This study was performed in two similar-sized subcatchments of the Segura river basin in southeastern Spain (Figure 1 and Table I). The two catchments mainly differ in climate and land use. The Sierra de Segura catchment is predominantly classified as Mediterranean climate (temperate, dry summer), where the annual precipitation sum equals 544 mm (1981–2000; Serrano-Notivoli et al., 2017). The Guadalentin is predominantly classified as semi-arid, with an annual precipitation sum of 295 mm (1981–2000; Serrano-Notivoli et al., 2017). The Sierra de Segura catchment is dominated by natural land use (forest, 45.0%; shrubland, 39.6%). The Guadalentin catchment has mixed land use, with shrubland (30.7%), forest (22.7%), cereals (17.5%) and tree crops (16.9%) as the most dominant land-use classes. Hence the Guadalentin catchment can be considered an agricultural catchment, with a total cover of 43.3%. The most dominant soil texture classes are Leptosols (37.8%) and Luvisols (26.6%) in the Sierra de Segura catchment, and Calcisols (45.5%) and Leptosols (72%) in the Guadalentin catchment. The elevation ranges between 411 and 2055 m above sea level and the slope averages 16.3% in the Sierra de Segura catchment. The elevation ranges between 211 and 2034 m above sea level and the slope averages 9.2% in the Guadalentin catchment.

Climate data

We applied one emission scenario (Representative Concentration Pathway; RCP8.5) divided over two future periods, i.e. 2031–2050 and 2081–2100, denoted as the foreseeable-future and the far-future scenarios, respectively. RCP8.5 represents a high-emission scenario with a continuous increase in emissions throughout the 21st century. We obtained data from a total of nine climate models (GCM/RCM combinations; Table II) from the EURO-CORDEX initiative (Jacob et al., 2014), with a 0.11° resolution. Precipitation data for the reference period (1981–2000) were obtained from the SPREAD daily dataset (Serrano-Notivoli et al., 2017), with a 5 km resolution. Temperature data for the reference period were obtained from the SPAIN02 daily dataset (Herrera et al., 2016), with a 0.11° resolution.

Bias correction methods

The raw climate data were bias corrected using monthly delta change (DC), quantile mapping (QM) and scaled distribution mapping (SDM). All methods are applied for each grid cell separately. In the description of the three methods we focus on the bias correction of precipitation data only, which is most relevant for this study. We also applied bias correction to the temperature datasets, which are used as input for the hydrological model. For details regarding bias correction of the temperature data, we refer to Chen et al. (2011a; DC), Themelis et al. (2012; QM) and SwitaneK et al. (2017; SDM).
Figure 1. Location and characteristics of the Sierra de Segura and Guadalentin catchments: (a) location of the two catchments within Europe; (b) hydrological calibration area (orange), channels (light blue) and reservoirs (dark blue); (c) digital elevation model (Farr et al., 2007); (d) land-use map (MAPAMA, 2010); (e) soil texture map (Hengl et al. 2017)

Table I. Characteristics of the two catchments

<table>
<thead>
<tr>
<th>Unit</th>
<th>Sierra de Segura</th>
<th>Guadalentin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area (km²)</td>
<td>2589.04</td>
<td>2628.68</td>
</tr>
<tr>
<td>Annual precipitation sum (mm)</td>
<td>544.4</td>
<td>294.9</td>
</tr>
<tr>
<td>Average temperature (°C)</td>
<td>13.24</td>
<td>14.73</td>
</tr>
<tr>
<td>Dominant climate classification (Köppen)</td>
<td>Cs (67.2%)</td>
<td>BS (86.9%)</td>
</tr>
</tbody>
</table>

Table II. The nine climate models used in this study, with their corresponding RCM, GCM and research institute

<table>
<thead>
<tr>
<th>GCM</th>
<th>CCLMa</th>
<th>HIRHAM5b</th>
<th>RACMOc</th>
<th>RCAd</th>
<th>WRFe</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNRM-CM5</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EC-EARTH</td>
<td>×</td>
<td>×</td>
<td></td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>IPSL-CM5A-MR</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPI-ESM-LR</td>
<td>×</td>
<td>×</td>
<td></td>
<td>×</td>
<td></td>
</tr>
</tbody>
</table>

Δelta change
We applied the DC method as proposed by Chen et al. (2011a). To obtain the bias-corrected projection of future daily precipitation ($P_{\text{mod,fut,BC}}$), we multiplied the observed daily precipitation for the reference period ($P_{\text{obs,ref}}$) by the monthly-averaged precipitation ratio between the raw climate model output for the future period ($P_{\text{mod,fut}}$) and the reference period ($P_{\text{mod,ref}}$):

$$P_{\text{mod,fut,BC}} = P_{\text{obs,ref}} \times \left( \frac{P_{\text{mod,fut}}}{P_{\text{mod,ref}}} \right)$$

Quantile mapping
We applied the QM method as proposed by Themeßl et al. (2012). QM is applied on a daily basis. First the empirical cumulative density distribution function is determined for the observations in the reference period ($\text{ECDF}_{\text{obs,ref}}$) and for the climate model output in the reference period ($\text{ECDF}_{\text{mod,ref}}$). The ECDFs are determined for each day of the year (doy), centred within a 31-day moving window. The probability (Prob) is then determined for the occurrence of precipitation on a particular day in the future $P_{\text{mod,fut}}$ to the corresponding ECDF in the reference period:

$$\text{Prob} = \text{ECDF}_{\text{mod,ref}}(P_{\text{mod,fut}})$$

A correction factor CF is determined by feeding probability Prob in the inverse ECDFs for both the observed and model output:

$$\text{CF} = \text{ECDF}_{\text{obs,ref}}^{-1}(\text{Prob}) - \text{ECDF}_{\text{mod,ref}}^{-1}(\text{Prob})$$

Finally, CF is added to the raw future climate model output to obtain the bias-corrected value:

$$P_{\text{mod,fut,BC}} = P_{\text{mod,fut}} + \text{CF}$$
We adopted the QM method proposed by Themeßl et al. (2012), which accounts for uncertainties when the dry-day frequency of the historical climate model output is greater than in the historical observations (dry-day frequency). Furthermore, this method corrects for future extreme precipitation values that do not occur in the historical observations (new extremes).

Scaled distribution mapping

We applied the novel SDM method (Switanek et al., 2017), which does not make the assumption of stationarity. This method scales the observed precipitation distribution by raw-model projected changes in magnitude, rain-day frequency and likelihood of events. SDM consists of seven steps as outlined below. All calculations are performed for each month separately. We refer to the observed, modelled historical and modelled projected data as the three precipitation datasets.

1. The expected number of rain days for the bias-corrected future period (RDSCALED) is determined, based on number of rain days from the three precipitation datasets:

\[
RD_{SCALED} = \frac{RD_{obs,ref}}{TD_{obs,ref}} \times \frac{RD_{mod,ref}}{TD_{mod,ref}}
\]  

where \( RD_{mod,ref} \) and \( RD_{obs,ref} \) are the number of rain days of the future model, observations and historical model, and \( TD_{mod,ref} \) and \( TD_{obs,ref} \) are the total number of days of the observations and historical model. The number of rain days is determined with a minimum precipitation threshold, which is set to 0.1 mm, following Switanek et al. (2017).

2. A gamma distribution is fitted to the three precipitation datasets, and the shape and scale parameters are determined using maximum likelihood. Based on these two parameters, the cumulative distribution function (CDF) is determined for each of the three precipitation datasets, with an upper threshold of 0.999999.

3. A scaling factor (\( SFR \)) is determined between the fitted precipitation distribution and the fitted historical model distribution at the CDF values corresponding to the precipitation events of the future model time series:

\[
SFR = \frac{ICDF_{mod,ref}(CDF_{mod,ref})}{ICDF_{mod,ref}(CDF_{mod,ref})}
\]

where \( ICDF_{mod,ref} \) and \( ICDF_{mod,ref} \) are the inverse CDFs of the fitted future model and fitted historical model distributions, and \( CDF_{mod,ref} \) is the estimated CDF values of the future model from the previous step.

4. The recurrence interval (RI) of each of the three sorted precipitation datasets is determined:

\[
RI = \frac{1}{1 - CDF}
\]

where CDF is obtained from step 2. The recurrence intervals of the observed and modelled historical precipitation datasets are linearly interpolated to the length of the future modelled data.

5. The scaled recurrence interval (RI(SCALED)) is determined based on the (interpolated) recurrence intervals of the previous step:

\[
RI_{SCALED} = \max \left( 1, \frac{RI_{obs,ref} \times RI_{mod,ref}}{RI_{mod,ref}} \right)
\]

The CDF of the scaled recurrence interval (CDF(SCALED)) is determined and subsequently sorted in descending order:

\[
CDF_{SCALED} = 1 - \frac{1}{RI_{SCALED}}
\]

The CDF of the scaled recurrence interval reflects the scaling of the modelled change (future vs. historical) in event likelihood with respect to the observed likelihoods.

6. An initial array of bias-corrected values is obtained with input from the previous steps, i.e. the inverse CDF of the observations (\( ICDF_{mod,ref} \); step 2), the scaled CDF (\( CDF_{SCALED} \); step 5) and the scaling factor (\( SFR \); step 3):

\[
BC_{INITIAL} = ICDF_{obs,ref}(CDF_{SCALED}) \times SFR
\]

7. Finally, the array of bias-corrected values are placed back in the correct temporal locations of the future modelled time series, i.e. the highest bias-corrected value is reinserted to the day with the highest projected rainfall; the second highest bias-corrected value is reinserted to the day with second highest projected rainfall; and so on.

### Hydrological and soil erosion model

We applied the SPHY-MMF model (Eekhout et al., 2018b), a spatially distributed hydrological model, fully coupled with a soil erosion model. The model is applied on a cell-by-cell basis, with a fixed resolution of 200 m and a daily time step. The Spatial Processes in HYdrology model (SPHY; Terink et al., 2015) simulates most relevant hydrological processes, i.e. interception, evapotranspiration, surface runoff, and lateral and vertical soil moisture flow. The Morgan–Morgan–Finney model (MMF; Morgan and Duzant, 2008) simulates most relevant soil erosion processes, such as soil detachment by raindrop impact and runoff, sediment deposition and sediment routing. The model also includes a vegetation model. Based on the spatial and temporal variation of the Normalized Differenced Vegetation Index (NDVI), the vegetation model determines actual evapotranspiration (crop coefficient established from NDVI), interception, canopy storage, throughfall and canopy cover. No NDVI images were available for the reference and the future periods; therefore, we determined NDVI based on a land-use-specific log-linear relationship between NDVI and climate conditions (precipitation and temperature) obtained from a calibration period (2000–2012) (see Eekhout et al., 2018a, for details). The observed and bias-corrected precipitation and temperature data were interpolated on the model grid using bivariate interpolation (Akima, 1996).

The hydrological model was calibrated in the Fuensanta subcatchment, located in the Sierra de Segura catchment (Figure 1b) for the period 2001–2010 and validated for the period 1987–2000 using daily observed discharge data. Intense rainfall events have most impact on soil erosion (Nearing et al., 1990). Therefore, in the calibration procedure, we focused on the large discharge events. We used a baseflow separation algorithm to separate large discharge events from the rest of the time series using the method proposed by Ladson et al. (2013). We used a threshold of twice the calculated baseflow to separate the discharge events, which occurs 19% of the time. We applied the Statistical Parameter Optimization Tool PYthon package (SPOTPY; Houska et al., 2015) to calibrate the hydrological model, using the Simulated Annealing algorithm and the Nash–Sutcliffe model efficiency (NSE; Nash and Sutcliffe, 1970). The calibration on daily discharge data resulted in an NSE of 0.61 and the validation in an NSE of 0.35 (Figure 2).
The soil erosion model was calibrated for the period 2001–2010 and validated for the period 1981–2000 using observed plot-scale literature data (Maetens et al., 2012). The model was calibrated with annual unit soil loss (SLu) using the method described by Maetens et al. (2012), which is soil loss corrected for plot length and slope gradient. We obtained data that correspond to the Mediterranean region (Maetens et al., 2012, table 7). To allow comparison with measured hillslope erosion, we only used the cells with a contributing area smaller than 2 km². This threshold was established because cells with a larger contributing area tend to overestimate soil loss on hillslopes (Eekhout et al., 2018b). The soil loss obtained from the model was averaged per land-use class (see Table III for calibration and validation results).

### Uncertainty analysis

We applied a total of 12 scenarios, representing two future periods, two catchments and three bias correction methods. In each scenario, we applied an ensemble of nine climate models; hence we performed 108 model simulations. To account for uncertainty we evaluated the significance of the climate projections and the model predictions within the ensemble of nine climate models. A paired U-test (Mann–Whitney–Wilcoxon test, with a significance level of 0.05) was applied to test the significance of model outcomes for the nine climate models. The pairs consisted of the model output for (1) the reference scenario and (2) the nine climate models. The paired U-test was also applied to determine the significance of the catchment-averaged change with respect to the reference scenario.

### Results

All three bias correction methods project a decrease in annual precipitation sum (Figure 3 and Table IV). In the foreseeable-future scenario, a significant decrease is projected in large parts of the Sierra de Segura catchment, whereas the Guadalentin catchment shows mainly non-significant changes in annual precipitation sum. In the far-future scenario, all three bias correction methods project a significant decrease in annual precipitation sum in both catchments. Most decrease is projected in the Sierra de Segura catchment, up to a catchment average of 147 mm (−27.0%) with the SDM method.

The impact of climate change on extreme precipitation may be a more relevant indicator for soil erosion assessments than annual precipitation, and demonstrates the most important difference between the three bias correction methods. Here, we quantified extreme precipitation following the definition by Jacob et al. (2014), which defines extreme precipitation as the 95th percentile of daily precipitation, considering only rainy days (>1 mm d⁻¹). In the foreseeable-future scenario the DC method projects a significant decrease in extreme precipitation in the Sierra de Segura catchment, whereas in the Guadalentin catchment an increase is projected (n.s.) (Figure 4). In the far-future scenario, the DC method projects a significant decrease in extreme precipitation in both catchments. The QM method projects a significant increase in extreme precipitation in both catchments and periods. The SDM method projects a non-significant increase in both catchments and periods.

In the reference scenario most soil loss is projected in the Guadalentin catchment, mainly due to the higher extent of arable land compared to the Sierra de Segura catchment (Figure 5 and Table V). In the foreseeable-future scenario, the DC method projects a decrease in the Sierra de Segura catchment (n.s.) and an increase in the Guadalentin catchment (n.s.). In the far-future scenario, the DC method projects a significant decrease in soil loss in the Sierra de Segura catchment. In the Guadalentin catchment, a catchment-average decrease is projected (n.s.), while spatially a heterogeneous response is projected (increase and decrease). The QM and SDM methods project an increase in soil loss in the foreseeable-future scenario, with significant increases for the Guadalentin catchment. In the far-future scenario, the QM and SDM methods...
Table IV. Catchment-average annual precipitation sum (mm), extreme precipitation (mm) and average temperature (°C) from the reference scenario, and difference between the reference and future scenarios, accompanied by percentages in parentheses

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sierra de Segura</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2031–2050)</td>
<td>544.4</td>
<td>294.9</td>
<td>-250 (-46.7)</td>
</tr>
<tr>
<td>(2081–2100)</td>
<td>544.4</td>
<td>294.9</td>
<td>-250 (-46.7)</td>
</tr>
<tr>
<td>Guadalentin</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2031–2050)</td>
<td>64.0</td>
<td>47.3</td>
<td>-16.7 (-26.1)</td>
</tr>
<tr>
<td>(2081–2100)</td>
<td>64.0</td>
<td>47.3</td>
<td>-16.7 (-26.1)</td>
</tr>
<tr>
<td>Annual precipitation sum (mm)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ref.</td>
<td>31.77</td>
<td>30.53</td>
<td>31.77</td>
</tr>
<tr>
<td>DC</td>
<td>-3.13 (-4.5)</td>
<td>0.40 (1.3)</td>
<td>-6.73 (-21.2)</td>
</tr>
<tr>
<td>QM</td>
<td>4.05 (12.7)</td>
<td>6.56 (21.5)</td>
<td>4.10 (12.9)</td>
</tr>
<tr>
<td>SDM</td>
<td>0.48 (1.5)</td>
<td>1.92 (6.3)</td>
<td>0.36 (1.1)</td>
</tr>
<tr>
<td>Extreme precipitation (mm)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ref.</td>
<td>13.24</td>
<td>14.73</td>
<td>13.24</td>
</tr>
<tr>
<td>DC</td>
<td>1.57</td>
<td>1.47</td>
<td>4.44</td>
</tr>
<tr>
<td>QM</td>
<td>1.43</td>
<td>1.32</td>
<td>4.08</td>
</tr>
<tr>
<td>SDM</td>
<td>1.56</td>
<td>1.40</td>
<td>4.43</td>
</tr>
<tr>
<td>Average temperature (°C)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ref.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDM</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Values marked in bold are significantly different from zero ($p < 0.05$).

Figure 3. Ensemble average annual precipitation sum (mm) for the reference scenario (1981–2000; left) and changes between the reference scenario and the two future scenarios (2031–2050, middle; 2081–2100, right) for each bias correction method. The small maps in the right bottom corner of each map represent significance, where blue indicates a significant decrease and red a significant increase ($p < 0.05$).

Discussion

Our results show that bias correction methods have a significant influence on the soil loss projections in a temperate and semi-arid catchment. In some scenarios, all three bias correction methods show the same direction of change, i.e. an increase in soil loss in the foreseeable future scenario in the Guadalentin catchment and a decrease in soil loss in the far-future scenario in the Sierra de Segura catchment (Figure 6 and Table V). However, the DC method projects the opposite response relative to the QM and SDM methods for the foreseeable-future scenario in the Sierra de Segura catchment and the far-future scenario in the Guadalentin catchment. These differences are mostly related to the changes in the projected extreme precipitation (Figure 4), where a change in extreme precipitation often leads to a similar direction of change in soil loss. For instance, the DC method projects a decrease in extreme precipitation in the Sierra de Segura catchment for the foreseeable-future scenario and in the Guadalentin catchment for both scenarios, corresponding to a decrease in soil loss.

An increase in extreme precipitation does not always result in an increased soil loss. For instance, in the Sierra de Segura catchment in the far-future scenario an increase in extreme precipitation is projected with the QM method, whereas soil loss is projected to decrease. This is mainly caused by a substantial decrease in annual precipitation sum, which is most likely the effect of a decrease in precipitation frequency. Hence, under these circumstances, the number of rain days decreases, which has a more dominant effect on soil loss than changes in extreme precipitation. Another possibility is that land use attenuates the relation between extreme precipitation and soil loss in the Sierra de Segura catchment, which is dominated by natural vegetation (Table I) and may be less sensitive to extreme precipitation. Conversely, in the Guadalentin catchment, which is dominated by agricultural land uses (Table I), even a non-significant increase in extreme precipitation with the SDM method leads to significant increases in soil loss in both future periods. In theory, differences in the
Figure 4. Ensemble average heavy precipitation (mm), defined as the 95th percentile of daily precipitation, considering only rainy days (>1 mm d⁻¹; Jacob et al., 2014), for the reference scenario (1981–2000; left) and changes between the reference scenario and the two future scenarios (2031–2050, middle; 2081–2100, right) for each bias correction method. The small maps in the right bottom corner of each map represent the significance, where blue indicates a significant decrease and red a significant increase (p < 0.05).

Figure 5. Ensemble average annual soil loss (Mg km⁻² yr⁻¹), for the reference scenario (1981–2000; left) and changes between the reference scenario and the two future scenarios (2031–2050, middle; 2081–2100, right) for each bias correction method. The small maps in the right bottom corner of each map represent significance, where blue indicates a significant decrease and red a significant increase (p < 0.05). Under certain circumstances, the differences with respect to the raw climate signal are relatively small (in the Guadalentin Table V.

Catchment-average annual soil loss (Mg km⁻² yr⁻¹) from the reference scenario and difference between the reference and future scenarios and are accompanied with percentages in parentheses.

<table>
<thead>
<tr>
<th>Catchment</th>
<th>Foreseeable future (2031–2050)</th>
<th>Far future (2081–2100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sierra de Segura</td>
<td>88.6</td>
<td>115.7</td>
</tr>
<tr>
<td>Guadalentin</td>
<td>9.6 (4.0)</td>
<td>6.9 (5.9)</td>
</tr>
<tr>
<td>QM</td>
<td>11.7 (13.2)</td>
<td>40.6 (35.1)</td>
</tr>
<tr>
<td>SDM</td>
<td>7.5 (8.5)</td>
<td>33.1 (28.6)</td>
</tr>
</tbody>
</table>

Table V. Catchment-average annual soil loss (Mg km⁻² yr⁻¹) from the reference scenario and difference between the reference and future scenarios and are accompanied with percentages in parentheses.

Note: Values marked in bold are significantly different from zero (p < 0.05).
Figure 6. Difference of catchment-average annual soil loss (Mg km\(^{-2}\) yr\(^{-1}\)) between the reference scenario and future scenarios for each bias correction method. The range of soil loss for each time period, catchment and bias correction method is shown in box plots (left) and individual data points for the nine climate models (GCM/RCM combinations) (right). The orange fill in the box plots indicates a significant change (\(p < 0.05\)).

Figure 7. Deviation introduced by the three bias correction methods, shown as the difference between the raw and bias-corrected relative precipitation change. A negative value indicates that the bias correction underestimates the climate change signal with respect to the raw climate model projection, and a positive value indicates that the bias correction overestimates the climate signal. Results are shown for precipitation sum (left) and extreme precipitation (right) and for all 12 scenarios.

catchment under the foreseeable future scenario). The QM method overestimates the projected increase in extreme precipitation, which is most likely also the cause of the higher overestimation of precipitation sum. The SDM method slightly overestimates the projected increase in extreme precipitation in the Guadalentin catchment, whereas the difference for the Sierra de Segura catchment is close to zero. Hence the SDM method performs best in translating the projected raw climate change signal.

Our results confirm the findings from Mullan et al. (2012), who argued that the bias correction methods that provide changes in both the climate mean and variance are most appropriate for soil erosion modelling. The most used method in soil erosion climate change assessments is the DC method (supporting information, Figure S1), which does not explicitly account for the changes in precipitation distribution and would, therefore, not fit this proposition. Most often, the DC method leads to a similar direction of change for precipitation sum and extreme precipitation. Under some circumstances, the DC method may lead to an opposite direction of change between precipitation sum and extreme precipitation and consequently also of soil erosion – for instance, when an increase in precipitation is projected in a month with a relatively high precipitation sum in the reference period and a decrease is projected in the rest of the year. Nevertheless, by not explicitly accounting for changes in the precipitation distribution, the DC may not be suitable for most soil erosion assessments. Some studies who applied this method have acknowledged
this (e.g. Mukundan et al., 2013; Plangoen et al., 2013), while others also altered the number of rainy days in combination with the DC method (Rodríguez-Blanco et al., 2016) or applied a weather generator in addition to the DC method (e.g. Pruski and Nearing, 2002a; Zhang and Nearing, 2005; Zhang et al., 2012; Hoomehr et al., 2016) to overcome this limitation. A frequently used alternative to the DC method is the QM method, which explicitly accounts for changes in the precipitation distribution. Nevertheless, this method has the limitation that it may overestimate the climate change signal (Maurer and Pierce, 2014), both regarding precipitation intensity and annual volume, as shown by Figure 7. Therefore, we suggest using novel methods that have been shown to outperform the QM method, such as scaled distribution mapping (Switanek et al., 2017).

Here we assessed the impact of climate change on soil erosion with an ensemble of nine climate models (GCM/RCM combinations; see Table I). Climate model output is one of the most dominant sources of uncertainty within climate change impact assessments (Chen et al., 2011b). We showed that even when a scenario was classified as significantly different from the reference scenario individual climate models may project an opposite change in soil loss (Figure 6). We applied a coupled hydrology–soil erosion model, which also reports hydrological variables, such as evapotranspiration, soil moisture and runoff. We determined the coefficient of variation (standard deviation divided by the mean) of these output variables to determine which variables are most sensitive to variation among the climate models. Runoff is the most sensitive model variable, followed by soil loss (Figure 8). Hence, to reduce uncertainty in model projections, climate change impact assessments that focus on model output variables that are sensitive to changes in climate forcing should be assessed with ensemble climate model projections consisting of a larger number of climate models. This will help to both increase the variation of possible future projections and enable us to determine ensemble statistics, such as significance and robustness of the projected model output. The vast majority of the soil erosion climate change assessments only use one climate model (supporting information, Figure S2), which notably limits the statistical significance of the results.

Conclusions

The selection of bias correction methods significantly affects the response of future projections in soil loss. Here we applied three bias correction methods in two catchments where climate change is projected to lead to a decrease in annual precipitation, but to an increase in extreme precipitation. We showed that the DC method generally projects a decrease in extreme precipitation, similar to the decrease in annual precipitation, resulting in a decrease in soil loss in most scenarios. While the QM method explicitly accounts for changes in the precipitation distribution, here we show that this method overestimates extreme precipitation, which may lead to an overestimation of the projected soil loss. The third method (SDM) shows the smallest deviation from the raw climate projections. This method allows us to most accurately reproduce the projected extreme precipitation increase, ultimately leading to an increase in soil loss in most scenarios.

Often climate model ensemble projections are used to reduce uncertainty of impact assessments. We included an ensemble of nine climate models (GCM/RCM combinations), to account for differences in projected changes in the climate variables. We determined the significance within the climate model ensemble. Even when projected changes in soil loss were classified as significant, individual climate models projected a change opposite to the ensemble average. Furthermore, soil loss and runoff are among the model output variables with the highest sensitivity, when considering the variation among the output from individual climate models. These findings indicate that climate model ensemble predictions consisting of sufficient climate models are needed to assess the impact of climate change on soil erosion.

The projected climate change signal in the two study catchments shows contrasting projected changes in annual precipitation and extreme precipitation, due to a projected change in the precipitation distribution. Under these circumstances, the impact of climate change on soil erosion can only be assessed when the climate model output is bias corrected with a method that accounts for changes in the precipitation distribution. Following Pierce et al. (2015), we suggest first establishing the projected climate change signal from the raw climate model output. Based on this analysis, an appropriate bias correction method can be selected that best reproduces the projected climate change signal. The impact of climate change on soil erosion can only accurately be assessed with a bias correction method that best reproduces the projected climate change signal, in combination with a climate model ensemble.
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